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Natural Language Understanding (NLU) is a rapidly
growing field in medical informatics. Its potential for
tomorrow’s applications is important. However; it is
limited by its ability to ground its components on a
solid model of the domain. This opens the way for the
emergence of the discipline of medical domain model-
ling, as part of the vast field of Knowledge Base (KB)
engineering.

This article aims at describing the current develop-
ment of a mautilingual natural language system,
strongly oriented towards the semantics of the
domain. Special emphasis is presently given to the
task of building a domain model, and to establish
direct links with the language platform. The result is a
model-driven NLU system. Numerous benefits are
expected in the long term.

THE NEED FOR MODELLING

Any intelligent program in medical informatics relies
essentially on a model of the medical subdomain of
concern. However, such a model is rarely explicitly
defined, it lies hidden somewhere between the brain
of the author and the written programmes themselves.
Since the seventies, the new trend has been to make
the constraints of a domain explicit. This has led to
the so-called rule-based systems, following the epic
period of Mycin. Numerous projects have been devel-
oped in this line. Promises made in the past have not
been kept, and it is agreed today that a surface
approach to knowledge representation is precarious.
Over simplistic rule-based systems have only the
power of assembly language: they are not really a
knowledge representation of a problem, but a pseudo
procedural approach, which is a dead end. On the con-
trary, a deep representation is often necessary, espe-
cially for the more trivial tasks, as demonstrated by
the CyC approach [1], on common sense reasoning.
Moreover, an engineering approach is not enough, as
emphasized by Doug Lenat saying “Representation of
knowledge is an art, not a science”.

At first sight, NLU and KB modelling would
seem to be independent disciplines. This situation
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partly results from the numerous developments of
parsing techniques, based on formal grammars [2], in
the line of Chomsky. Linguists are interested at first in
the texts and the related syntax. They will consider the
domain and the underlying semantic only if unsolved
ambiguities remain. They aim at covering the whole
range of human language expressions, and are reluc-
tant to incorporate domain dependent constraints,
because they lose generality. On the other hand, KB
engineers are dealing with conceptual entities,
abstracted from any language. They do not take into
consideration morphology, sentence construction,
syntax, usage and local jargon; in other words, they
miss some essential features which cannot be avoided
with medical documents. The gap is there, and the
bridge builders are awaited by those who have recog-
nized the potential of a convergent approach.

THE MODELLING PROCESS

Ontology is the backbone of any domain model.
First, we need a typology of conceptual entities,
linked in the form of a lattice, from the general con-
cepts to the specialized ones, preserving a multiple
inheritance scheme. Considerable effort is necessary
in the initial design phase of a domain typology,
because any misconception at this stage would gener-
ate problems in the future.

A complementary facet of this ontology is the
tree of relationships, sometimes named slots in frame
based systems, or attribute - value pairs. The designer
defines the necessary relationships in a domain model.
Concepts and relationships are basically the same
building objects: they both stand as conceptual enti-
ties, because any relationship can be reduced to a con-
cept and the usage of a small set of elementary
relationships. Figure 3 gives an example of this situa-
tion.

Conceptual entities and relationships are the
basic building blocks of semantic networks [3, 4],
which are the grounds of our modelling approach. Our
current experiment is performed using the semantic
network of the GALEN consortium of the AIM
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project (Advanced Informatics in Medicine) of the
CEC (Commission of the European Communities). A
set of tools have been developed by A. Rector [5, 6]
and his group, under the name of GRAIL (Galen Rep-
resentation And Integration Language). On the natural
language side, French and English dictionaries and a
corresponding language analyser have been produced
by our group [7]. Figure 1 shows the level of com-
plexity which is presently handled. The knowledge
representation of texts is in the form of conceptual
graphs (CG), as presented by J. Sowa [8]. Examples
in this paper have been taken from this framework.

In the Galen context, the modelling phase con-
sists of the elaboration of a semantic network, the goal
being to accommodate all sensible medical expres-
sions. Two processes are available for this task. First,
a sanctioning mechanism allows the specification of

‘The sanction of a sensible expression:
Hepatitis triple hasCause Virus

: possible. :
Fracture triple hasLocatlon Bone
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what is sensible, i.e. what is not sanctioned is not
accepted. Second, an indefeasible definitional schema
is ready to grasp the reality in the model. These two
mechanisms are shown in figure 2. Any concept in the
network is later made available to the outside world as
a canonical form. It is a knowledge representation of a
sensible medical expression, which may be found in
numerous medical documents.

CONCEPTUAL GRAPHS AND GRAIL

When comparing a canonical form from the Galen
language GRAIL with a conceptual graph as used in
the NLU analyser (see figure 5), it appears immedi-
ately that they are both vehicles for knowledge, based
on first order logic (as shown in [9]), with converging
expressiveness. This is also true, when comparing
GRAIL with frame based systems, which contain slot
- value pairs, despite the fact that such systems may
not have the flexibilty of semantic networks. This
paves the way for a semi-automatic translation from
one representation to another. The benefit is a poten-
tialisation of the model, having access to a natural lan-
guage input (analyser) and output (generator), as well
as potentialisation of the NLU system, being
grounded on a solid source of knowledge, for the task
of generating its dictionaries and concept definitions.

FROM SEMANTIC NETWORK TO NATURAL
LANGUAGE

The subject of this section is to consider six possible
bridges, linking a domain model to a NLU system.

1. Ontological definitions

Ontological definitions can be realized in numerous
ways, but a number of them lead to narrow issues, and
have sooner or later to be discarded. Only the model-
ling approach garantees well grounded solutions.
Strictly speaking, on the NLU side, less constraints
are present when defining the hierarchy of concepts
and relationships, because the text itself is considered
to be self consistent.

The problem of specificity of relationships,
which is unlimited on the GRAIL side, as mentioned
above, is solved with the adjunction of a “reldef” fea-
ture on the NLU side. Any new relationship in the
model must now be defined explicitly, starting from
the set of basic relationships (actually no more than 60
such relationships have been defined). Figure 3 illus-
trates the handling of relationships. Following this
scheme, any programme handling CGs, is able to per-
form expansions and contractions of relationships
when needed, or upon the user’s request.



In the GRAIL lan ---gg_

giving the ﬁnal CG.
[ANYCONCEPT]
=> (CHRC) -> ICQLOR]__

set hke “CHRC’

2. Populatmg the lexicons

Populating the dictionaries is of great importance. A
given medical specialty would require up to 20’000
words. The entire domain of medicine is estimated at
more than 200°000 words. Such an estimation is
based on the recent publication of SNOMED Interna-
tional [9], from which we have extracted the follow-
ing values: 12’385 topography terms, 4’991
morphology terms, 16’352 function terms, 28°622
disease and diagnostic terms and 27°033 procedure
terms. Other authors are speaking of 300’000 medical
words [10]. This means that a huge task has to be con-
sidered, with adequate manpower resources. Even
under the best conditions, computer-aided incorpora-
tion of the basic vocabulary is mandatory, as well as
strong validation processes. It has long been recog-
nized that the task of generating large dictionaries is
extremely time consuming, and could be a reason for
project failure, without adequate tools and manpower

: English version =
colotomy, e
noun (no,sing),
{SURGICAL TREA’I‘MEN e
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colotomie,
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tural languages, English and -
mon semantic representation.
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resources. This fact is even more important in a multi-
lingual environment.

It is well-known that the general relationship
between a concept and the different terms pertaining
to different languages, is one to many. This means that
a number of different words from different syntactical
categories, are candidates for the expression of a sin-
gle concept. Different languages will lead to different
words, and different syntaxes, but all represent the
same concept. All the words originating from the
same concept would have the same common semanti-
cal representation. This is the potential benefit of the
domain model: it would enable a dictionary of con-
cepts to be populated, from which the language lexi-
cons are compiled.

To illustrate this process, figure 4 shows the dic-
tionary entries in English and in French for the con-
cept “colotomy”. Such a concept, for non-medical
experts in digestive surgery, can be better understood
when reading its CG representation.

The model builder is not the lexicon builder.
Two different tasks must coexist in order to be suita-
bly developed. However, it is obvious that they are
directly linked to each other, and this must be
enforced by adequate tools. Any newly introduced
concept in the domain model should automatically
generate a corresponding entry in the lexicon, to be
completed manually later, for the collection of expres-
sive words of this concept, and for the syntactical part.

3. Conceptual definitions and properties

The model of a medical domain contains much more
knowledge information than what is strictly necessary
for the task of analysing free texts. The model essen-



tially consists of three parts: first, the ontology; second, a
sanctioning mechanism; and third, an assertional mecha-
nism. This last aspect is used for two different purposes:
1) to enter explicit definition in addition to the defini-
tional role of the ontology; 2) to grasp properties and
contextual information for each concept. This represents
the largest source of knowledge for which the modelling
process is extremely promising.

When analysing sentences, the necessary informa-
tion to understand the meaning is not always present in
the text. In fact, a lot of information is implicitly defined
through the context or by default. This knowledge gap
can be filled by the user quite easily. However, a compu-
ter program only knows what it has been fed with, and
nothing more. The modelling of the properties belonging
to the conceptual entities, is a first answer to this non
trivial task. A model has basically two roles: the defini-
tion of entities and the collection of their characteristics
as a set of properties. This set is the recipient where a
number of probable, possible, default, feasible values are
assembled, being the representation of the context of this
entity.

This aspect is even stronger when querying a data
base of text representation. The query process is cer-
tainly the major goal of a NLU system. Between a query
and a set of texts, inference capabilities are essential for
a successful match.

4. Semantical compatibility rules

The method selected for natural language analysis is
known as “Proximity processing” and has been
described in other papers [7, 11, 12]. It is mainly based
on the semantical information from the underlying
domain. This method takes advantage of the properties
of immediate constituents in sentences, in order to build
meaningful terms. For this, a limited set of formal map-
ping rules, and mixed syntactical and semantical infor-
mation, are required.

The rules are more or less equivalent to the sanc-
tions as expressed in the GRAIL model. However, the
sanctioning system has certainly to be stronger at the
level of the model than at the level of the text analyser,
because the model has to be concise, and able to pre-
cisely recognize sensible expressions. As far as NLU is
concerned, it seems reasonable to consider, a priori, that
a text is sensible per se, and the need for sanctioning
arises only in the presence of ambiguities. This means
that compatibility rules should be sanctioned by the
model, and not vice versa. An adequate browsing tool-
will be provided to allow an easy consistency check. The
example in figure 6 illustrates this kind of validation.

FROM NATURAL LANGUAGE TO SEMANTIC
NETWORK

5. Validation of expressions

The main advantage of a domain model for NLU is the
possibility to check any natural language sentence
against the model, and to decide whether or not it is sen-
sible, in relation to the model. This is a way to validate
any assertion from the outside world. Such a facility is
important in the presence of ambiguous sentences.

This statement is correct only if the model and the
analyser are perfect: this is an ideal situation, still far
from the current state-of-the-art. When a sentence is
found not to be sensible, this may be also interpreted as a
failure of the analyser to solve some ambiguities, or any
other misunderstanding of the content of the sentence.
Alternatively, the sentence may bring new knowledge,
not yet incorporated into the model. In the latter situa-
tion, the question arises: how to accept natural language
sentences as modelling information?

This is a true challenge for NLU: to reverse the
process where the modelling phase precedes the natural
language processing phase, and to grasp additional
knowledge from the unlimited corpus of written docu-
ments. This is presently a vision, far from the present
capabilities. In order for natural language to take in addi-
tional knowledge, it is necessary to build a deep and
robust model of the domain, with good coherence and
stability, and which is able to resist inconsistencies and
ambiguities.

6. Validation of the domain model

Points 1 to 4 are the exchange of knowledge from the
model to the NLU system, and point 5 is the validation
of NLU sentences by the model. The last, but not the
least, important bridge is the feedback loop from the
NLU system to the model: the quality of free text han-
dling is strongly dependent on the quality of the model.
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Therefore, the NLU system acts as a first class quality
assurance process.

STATUS OF WORK

The NLU system discribed here is functioning today in
French and in English on the basis of a limited diction-
nary of 2000 words. An implementation in German is
underway. This multilingal analyser is able to handle sat-
isfactorily noun and verb phrases, but not relative
phrases; coordinations and references have not yet been
completly solved, and should be improved. Other mem-
bers of our development team are working on a language
generator and a natural language query processor. The
GRAIL modelling system is available today, and a
number of specific models have been developed.

The bridge between the two systems is presently in
a design phase, from which the ideas in this paper are
extracted. A pilot program for the alignment of NLU and
GRAIL typologies has been achieved, and has shown
that such a task is feasible. However, this should be very
carefully designed.

Short term goals are: alignment of typologies and
implementation of model-based dictionary building
tools. Long term goals are: transfer of definitional asser-
tions from the model to the NLU system, automatic vali-
dation of NLU constraint rules by the model sanctioning
mechanism, and ability to enter new modelling informa-
tion as free text.

CONCLUSIONS

The potentialisation of two medical informatics fields,
one by the other, is certainly a way to new progress.
Modelling a medical domain, and natural language
understanding of free texts in the same domain, are com-
plementary disciplines.

Current developments in these areas have already
been fruitful. NLU is built for robust solutions, including
analysis, generation, translation and query processing of
free texts. In the short term, the modelling process is
legitimated by its use for enforcing NLU; in the long
term, reversing the process of the feeding in of knowl-
edge - from free text to the model - is a major step in the
general process of knowledge based engineering.
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